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Abstract A recent meta-analysis by Au et al. Psychonomic
Bulletin & Review, 22, 366377, (2015) reviewed the n-back
training paradigm for working memory (WM) and evaluated
whether (when aggregating across existing studies) there was
evidence that gains obtained for training tasks transferred to
gains in fluid intelligence (Gf). Their results revealed an over-
all effect size of g = 0.24 for the effect of n-back training on
Gf. We reexamine the data through a Bayesian lens, to evalu-
ate the relative strength of the evidence for the alternative
versus null hypotheses, contingent on the type of control con-
dition used. We find that studies using a noncontact (passive)
control group strongly favor the alternative hypothesis that
training leads to transfer but that studies using active-control
groups show modest evidence in favor of the null. We discuss
these findings in the context of placebo effects.

Keywords Working memory training - N-back - Placebo
effects - Meta-analysis - Bayes factors

Perhaps one of the most exciting, yet controversial, areas of
research within the psychological sciences concerns the effec-
tiveness of working memory (WM) training for improving
general cognitive functions. The mere possibility that core
WM processes can be improved remains an enticing idea for
the simple reasons that WM is central to performance on a
wide range of daily activities (Engle, 2002) and because def-
icits in WM are associated with numerous clinical disorders
(e.g., Willcutt, Doyle, Nigg, Faraone, & Pennington, 2005).
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While the potential implications of WM training for society
are widely agreed upon, the strength of the evidence
supporting the effectiveness of WM training is debatable.
Although numerous studies show apparent transfer effects to
measures of general cognitive abilities (Chein & Morrison,
2010; Oei & Patterson, 2013), many other studies fail to yield
positive results (e.g., Rode, Robson, Purviance, Geary, &
Mayr, 2014; Sprenger et al., 2013). The lack of consensus
across individual studies is striking and raises many questions
about the robustness of the effect as well as how moderator
variables may determine the boundary conditions under which
training reliably leads to improvements in untrained general
cognitive abilities.

A major problem underlying many claims of WM train-
ing effectiveness, regardless of whether significant effects
obtain, is the reliance on small samples. It is for this
reason that meta-analytic techniques, such as those
employed by Au et al. (2015) are necessary. In their
meta-analysis of the impact of training on n-back, Au
et al. provide a compelling case for the impact of n-
back training on measures of fluid intelligence (Gf).
Combined across 20 studies, Au et al. revealed that there
was a statistically reliable effect of n-back training on Gf
transfer tasks. Although the observed effect size was small
(g = 0.24), even small improvements in core cognitive
functions such as working memory and Gf could have
enormous societal implications. However, in contrast to
Au et al., we do not agree that the data included in their
meta-analysis of n-back training warrant the conclusion
that “short-term cognitive training . . . can result in ben-
eficial effects in important cognitive functions” (Au et al.,
2015, p. 366). Although their analysis does indeed illus-
trate an effect of some sort, we propose that this effect is
an experimental design artifact, and is consistent with a
placebo effect interpretation.
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In what follows, we lay out the basis for our claim, which is
leveraged on reinterpreting the evidence provided by Au et al.
(2015) through a Bayesian lens. Specifically, we reconsider
the importance of using proper control conditions and ac-
counting for the null hypothesis as a theoretically relevant
alternative. While we commend Au et al. on a rigorous me-
ta-analysis, we contend that their analysis insufficiently ad-
dress these issues. For example, while Au et al. relied on
well-established null hypothesis significance testing (NHST)
methods for meta-analysis, two well-known limitations of the
NHST framework are that it tends to overstate evidence for the
alternative hypothesis and does not permit one to evaluate the
relative probability that the null hypothesis is in fact true.' In
the context of the WM training literature, both of these prob-
lems are especially salient because the primary issue of debate
is if working memory training is effective at all. This implies a
need to evaluate the degree to which the data support the
alternative hypothesis relative to the null, and is most easily
addressed within a Bayesian approach.

The second issue relevant to our reanalysis concerns the
need to use proper control conditions. In the medical lit-
erature, the gold standard for evaluating the effectiveness
of pharmaceuticals is the double-blind placebo control
study where neither the study moderator (e.g., the experi-
menter) nor the participant knows what condition to which
he or she is assigned. The purpose of using double-blind
placebo-control groups is to control for potential effects
due to participants’ expectations, which can be induced
either by direct knowledge of the intervention or by being
treated differently by the researcher.” Unfortunately, devia-
tion from the double-blind procedure is the norm within
the cognitive training literature: We know of only a small
number of studies that attempted to use a double blind
placebo-control procedure (Sprenger et al.,, 2013, Study
2; von Bastian & Eschen, 2015). Most studies either use
a no-contact control condition (no placebo control and
often referred to as a passive control), or a single-blind
placebo control (often referred to as an active control) in
which the experimenter interacting with the subjects
knows group assignment, but the participant is blinded
(as much as possible) to whether he or she was assigned
to the true intervention or a sham intervention. Even

' The limitations of NHST methods are well documented and
need not be rehashed here in their entirety; readers interested
in this topic are invited to read papers by Raftery (1995),
Wagenmakers (2007), Rouder, Speckman, Sun, Morey, and
Iverson (2009), and in particular Rouder and Morey (2011)

and Rouder, Morey, and Province (2013).
2 This is particularly challenging for cognitive training studies

because participants literally see and engage in the interven-
tion, making it difficult to mask what condition participants
believe they have been assigned to.
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within studies using active controls, there is considerable
heterogeneity on the specific nature of the control. Some
use control tasks that are designed to look like the training
tasks (e.g., visual attention training; Redick et al., 2013)
but without the efficacious properties theoretically needed
to promote improvement in WM; others use control tasks
that are ostensibly different from the training tasks (e.g.,
knowledge training; Jaeggi, Buschkuehl, Jonides, & Shah,
2011; Jaeggi, Buschkuehl, Shah, & Jonides, 2014). The
comparison of training effects relative to a properly chosen
control is paramount for establishing training effectiveness,
since the precise nature of the intervention cannot be en-
tirely concealed from the participant (see Boot, Simons,
Stothart, & Stutts, 2013, for a recent discussion of placebo
controls). Without showing effects relative to a proper
control condition, or otherwise controlling for possible pla-
cebo effects, it is difficult to move forward with
interpreting results from the passive control studies,
let alone justify claims of effective transfer. If n-back
training does indeed produce gains in fluid abilities, as
claimed by Au et al., then this should hold both for stud-
ies that include passive-control groups and for studies that
use active-control groups. Although the nature of the con-
trol tasks differ considerably across studies characterized
as involving active-control groups, we assume that these
studies represent more appropriate control conditions com-
pared to studies using no-contact or passive controls.

Preliminaries

An important component of meta-analyses entails selecting
studies that should be included. Au et al. (2015) made an
excellent attempt to reduce the potential influence of publica-
tion bias, with many studies included from nonpublished re-
ports. The selection of studies to be included in the analysis
appears to have been thorough and fair. Two important details
of the selection criteria are that Au et al. limited their analyses
to studies that used a form of the n-back task as the only
training task and to studies that included healthy adults aged
18-50. Thus, the conclusions we draw below do not necessar-
ily generalize to other types of training or age groups.
Critically, Au et al. included two types of studies in their
analysis: those that used passive controls and those that used
active controls. This is critical because whether the study in-
cludes a passive control or an active control will dictate the
degree to which the results are open to alternative interpreta-
tions, such as a placebo effect.

Au et al. (2015) presented effect sizes for 24 individual
comparisons drawn from 20 papers. The aggregate weighted
effect size across these 24 comparisons was 0.24. They also
evaluated several possible mediators, including whether the
studies used an active control (N = 12) or a passive control



Psychon Bull Rev

(N = 12), which yielded effect sizes of 0.06 and 0.44, respec-
tively. Although Au et al. reported this effect as significant,
they concluded that type of control group did not moderate the
effect. This strikes us as an odd conclusion given that the
magnitudes of these effect sizes differ considerably.” The
question is: Do these effect sizes provide evidence for training
effectiveness?

The Bayesian analysis of transfer effects

We reanalyzed the data contained in Fig. 3 of Au et al. (2015)
from a Bayesian perspective, which provides a more natural
way of interpreting the strength of evidence. As intimated
above, a feature of the Bayesian analysis is that it permits
one to evaluate the likelihood of the data under both the null
hypothesis of no transfer to Gf and the alternative hypothesis
that n-back training transfers to Gf. Our analysis approach
closely followed the methods used by Rouder and Morey
(2011) and Rouder et al. (2013) in their meta-analyses of psi
(i.e., extrasensory perception). Furthermore, we used only
those effect sizes included in Fig. 3 of the Au et al. paper,
and we retained the scheme used to categorize studies as using
active or passive control.

The first step of our analysis involves transforming the
effect sizes presented in Fig. 3 of Au et al. to their correspond-
ing ¢ values using ¢ = sqrt(1/nl + 1/n2) * g, where g is the
measure of effect size and n1 and n2 are the sample sizes for
two independent groups used in the effect-size calculations.
We then computed the default Bayes factor (BF) correspond-
ing to each ¢ statistic using the ttestBF function in the
BayesFactor package in R (Morey, Rouder, & Jamil, 2014;
R Core Team, 2014) as well as the meta-analytic Bayes factor
using the meta.ttestBF function. For all analyses, we set the
scale factor on effect size to » = 1 and used a one-sided inter-
val, which places the mass of the prior on effects greater than
zero. The one-sided test is a reasonable assumption under the
hypothesis that training should lead to improvements in Gf.
Importantly, even large modifications to the prior distribution
do not alter our conclusions in any substantive way, nor does
using a two-sided null interval.

* Au et al.’s conclusion was based on a comparison between
the control groups for active and passive studies, not by com-
paring the control groups to the treatment condition. The com-
parison of control groups while ignoring the training groups
isn’t particularly informative regarding effect of training, since
the effects of training can only be assessed relative to the
control. In this regard, it is interesting to note that the effect
size for the training condition amongst active-control studies
(d = 0.25) is actually numerically smaller than the effect size
amongst the control participants in the passive control studies
(d=0.28).

The Bayes factors for each study are presented in Fig. 1.
The values of g, ¢, and sample sizes used in our analysis for
each study are presented in Table 1. We have organized Fig. 1
and Table 1 by study type (active vs. passive control), with the
individual studies in Fig. 1 sorted by the magnitude of the BF.
As a point of reference, it is standard to interpret magnitudes
of the BF along a graded scale such that values between 1 and
3 provide weak evidence for the alternative and values be-
tween 1/3 and 1 provide weak evidence for the null; BFs
between 3 (1/3) and 10 (1/10) are interpreted as “substantial”
evidence; BFs between 10 (1/10) and 30 (1/30) are interpreted
as “strong,” and values over 100 (1/100) are interpreted as
“decisive” (Jeffreys, 1961).*

As should be evident from Fig. 1 and Table 1, few of the
individual studies provide particularly strong evidence for ei-
ther the null or the alternative. Yet, looking across the entirety
of the results, a curious pattern is obvious. First, 11 of the 12
effect sizes for the passive control studies are positive, where-
as only 6 of the 12 effect sizes are positive for the active-
control studies. Second, when these effect sizes are evaluated
in terms of the Bayes factor, the majority of the individual
studies favor the null hypothesis, including 6 of the 12
passive-control studies. These individual results using the
BF roughly mirror the conclusions drawn from the signifi-
cance tests, though the BF illustrates that the bulk of the stud-
ies show evidence for the null. However, these individual
comparisons do not capitalize on a major strength of meta-
analytic techniques, which is the ability to aggregate across
studies to overcome the sample size problem.

Moving on to the meta-analytic results, here the results
diverge somewhat from the conclusions garnered from the
individual studies. First, ignoring the type of control, the odds
in favor of the alternative hypothesis is 152:1. This qualifies as
“decisive” evidence according to Jeffreys’ (1961) scheme.
Figure 2, which provides the BFs conditioned on the use of
passive- versus active-control groups, paints a much different
picture. While the Bayes factor for the passive control studies
is a whopping 13,241:1 in favor of the alternative, the Bayes
factor for the active control studies is a more modest 7.7:1 in
favor of the null. As stated above, this qualifies as substantial
evidence for the null. Note that when a two-sided test is used
lieu of the one-sided test, we obtain a Bayes factor of 6,000:1
(in favor of the alternative) for the passive control studies and
a Bayes factor of 11:1 (in favor of the null) for the active
control studies. The later constitutes strong evidence for the
null amongst studies using proper experimental controls.

4 Jeffrey’s (1961) labeling scheme provides one set of guide-
lines for interpreting the magnitude of BFs. Although others
have been proposed (e.g., Kass & Raftery, 1995), the beauty
of the BF is that it can be interpreted numerically as the
strength of evidence for a particular model relative to an
alternative.
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Fig. 1 Panel A plots the Bayes factor for the 12 comparisons that used a
passive control. Panel B plots the Bayes factor for the 12 comparisons that
used active controls. The study label includes days of training for studies

One potential objection to our BF analysis is that we seg-
regated the data by type of control condition rather than
modeling effects as a function of control type. This is a rele-
vant objection because splitting the data by control type ig-
nores an important source of variability that can enable more
precise estimates of effect sizes. Thus, we conducted a series
of follow-up analyses using hierarchical Bayesian modeling,
in which we modeled the effect sizes as a function of control
group type (passive vs. active) as well as an additive effect of
both control group type and country of origin (USA vs. non-

@ Springer
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Bayes Factor
that included between-groups manipulations of length of training (e.g.,
Jaeggi et al. 2008.8d corresponds to the condition in which participants
trained for 8 days on n-back)

USA). Au et al. (2015) identified country of origin as an im-
portant moderator variable, with studies conducted within the
USA yielding a small nonsignificant effect size and studies
conducted outside the USA resulting in a moderate significant
effect size — an effect that Au et al. hypothesized could be due
to differences in motivation or compliance between USA and
non-USA subjects. The inclusion of country of origin in our
analysis allowed us to control for a potential important source
of variability that Au et al. (2015) felt was theoretically justi-
fied. As we illustrate, inclusion of this variable in the Bayesian
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Table 1  Descriptive statistics for each study included in the meta-

model reveals that the only estimated effect sizes that are
different from zero are those based on non-USA passive-con-
trol studies. Furthermore, the estimated effect size for the
active-control studies within the USA shrink to essentially
Zero.

The hierarchical Bayesian analyses were repeated using
three different prior distributions on the population level effect
size (see Table 2) to assess the sensitivity of the posterior
distribution to different prior beliefs. In practical terms, we
modeled what one should believe about the effect of training
on transfer, given the evidence from the studies included in the
meta-analysis and given whether a priori one either has no
prior knowledge of an effect or has knowledge corresponding
to a small, medium, or large prior population effect size (i.e.,
these priors were set such that they favor the hypothesis that
training is effective). Table 2 provides the relevant parameters
and prior probability distributions for these four model vari-
ants. R code for running the hierarchical models is provided as
supplemental material.

The results of the hierarchical Bayesian analyses are pre-
sented in Figs. 3, 4, 5 and 6, which plot median estimated
effect sizes (with 95 % highest density intervals; HDIs) for
both a simple meta-analytic model (intercept only model) and
the models that include the effect of control type (passive vs.
active) and country of origin (USA vs. non-USA). The model
that includes only the effect of control type is plotted in Fig. 3
(individual study estimates) and 4 (aggregate effect sizes).
There is a clear discrepancy between studies that include
passive- versus active-control groups: Studies that include a
passive control consistently show positive effect sizes, where-
as the studies that include an active control consistently obtain

Meta Analysis Bayes Factor

analysis
Experiment t nl  n2 Hedge’s g
Passive-Control Studies
Rudebeck et al. 2012 2.813 27 28  0.759
Jaeggi et al. 2010 2.602 46 43 0.552
Salminen et al. 2012 2511 20 18  0.816
Jaeggi et al. 2008.17d 2218 8 8 1.109
Stephenson and Halpern 2013 1.848 82 26 0416
Jaeggi et al. 2008.8d 1.28 8 8 0.64
Heinzel et al. 2013 1.065 15 15 0.389
Schwarb 2012 0.872 22 22 0.263
Colom et al. 2013 0.793 28 28  0.212
Jaeggi et al. 2008.12d 0.663 11 11 0.283
Jaeggi et al. 2008.19d 0.425 7 8§ 022
Oelhafen et al. 2013 -0.753 14 15 -0.28
Active-Control Studies
Clouter 2013 1.935 18 18  0.645
Schweizer et al. 2011 1.12 29 16 0.349
Kundu et al. 2013 0.859 13 13 0.337
Jaeggi et al. 2014 0.773 51 27 0.184
Katz et al. 2015 02121 36 27 0.054
Chooi and Thompson 2012.8d 0.054 9 15 0.023
Redick et al. 2013 -0.192 24 29 -0.053
Seidler et al. 2010 -0.261 29 27 -0.07
Smith et al. 2013 -0.341 10 9 -0.157
Chooi and Thompson 2012.20d  -0.507 13 11 -0.208
Jaeggi et al. 2009 -0.6227 22 21 -0.19
Thompson et al. 2013 -0.861 20 19  -0.276
Passive Controls -
g
i
5
g E
g Active Controls -
© Favors Null
1 ’1OI,OOO 11 ,IOOO 1 'WIOO 1/I10

FEavors Alternative

—_—

1 1 T T 1
0 10/1 100/1 1,000/1  10,000/1
Bayes Factor

Fig. 2 Meta-analysis Bayes factor. Compares overall BF for the two subgroups of passive and active controls assuming a one-sided interval in favor of

the alternative
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Table 2 Parameter values for prior distribution of effect size, N(11,0) , What is the most appropriate interpretation of these find-
and the probability that the effect size is greater than 0, p(g > 0) ings? First, it is reasonable to discount the findings of the
Prior on Hedges g P(11) P(sd) plg>0)  passive-control studies based on methodological consider-

ations. Because the passive-control studies do not control for
Vague (Uniformative) 0 10 3 potential placebo effects, there is no way of discerning wheth-
Small 25 S 69 er the effects reflect true training gains or a placebo effect. In
Medium 84 fact, the mere size of the BF for the passive control studies
Large 99 should be enough to warrant a critical eye to those studies,

especially given the a priori uncertainty surrounding the ques-
tion of whether WM training can improve Gf. This leaves us
with the 12 active control studies, for which (a) the Bayes
factors for the individual studies overwhelmingly favor the
null, (b) the meta-analytic BF favors the null, (c) the estimated
effect sizes are not different from zero, and (d) half of the
studies show raw effect sizes indicating a negative effect of

an effect size only marginally greater than zero, as evident by
the fact that the estimated effect sizes and HDIs are nearly
centered on zero. This result is consistent across different prior
distributions. Strikingly, even when the prior distribution is set

such that the effect of training is assumed to be large, there is  transfer.
still no evidence of that n-back training leads to improvements Second, if one were to interpret the effect sizes of the pas-

on Gf measures. While this model estimates that the median sive control studies, it would need to be relative to those stud-
effect size amongst the active control studies is slightly above  ies that controlled for placebo effects. Because the passive-
zero, this small positive effect is essentially eliminated when  control studies show a substantial positive effect while the
country of origin is added as a predictor in the model, as  active control studies do not, it seems reasonable to assume
shown in Figs. 5 and 6. Importantly, the three international  that the effects observed in the passive-control studies reflects
studies using active controls fail to yield a reliable positive ~ something other than a training effect. The hierarchical
effect. Furthermore, at the aggregate level the only effect size ~ Bayesian models suggest a two-factor model for explaining
in which the HDI does not include zero are effects based on  training effects: One factor is the type of experimental design
studies conducted outside the USA that use passive control  used by the researcher (active vs. passive control) and the
designs. Again, the conclusions drawn from modeling by con-  other is country of origin of the study (USA vs. non-USA).
trol type and country of origin as predictors of effect size are ~ We submit that the discrepancy between the active and passive
consistent across different prior assumptions. controls is consistent with a placebo effect, and we suspect

Intercept Only | [Vague — p(g) ~ N(0,10) Bmall - p(g) ~ N(.25,.5) fledium — p(g) ~ N(.5,.5 [Large — p(g) ~ N(.8,.3)|
Rudebeck et al. 2012 —— —— ———
Salminen et al. 2012 —— —— —— —— ——
Jaeggi et al. 2008.17d p—e— p—eo— —e— p——] ——
Jaeggi et al. 2010 —— —— —— ——r] —e—
Jaeggi etal. 2008.8d7  f—e—] —— p—— p——q ——
Heinzel etal. 20131  j—e—— —— —— —— ——
Stephenson et al. 2013 - f—e—- —— —— —e—r ——]
Jaeggi et al. 2008.19d{ ——— p—o— —— —— ——]
» Jaeggietal 2008.12d4  Fr—e—r- —— —e— —e—| |
o Schwarb 2012 —e—— F—— p——] p—— ——]
g Colom et al. 2013 H—— — —o— ——| —— Control Group
% Oelhafen etal. 20134 |—7—+—] —— ——o—i e —e— __ Passive
w Clouter 2013 - -1 i-Fe--A i-te--4 i-te--4 e '
& Schweizer et al. 2011 iF-e--4 - -le--4 - -|e--4 - |e--- Lfe--d - - Active
(% Jaeggi et al. 2014 4 I:-—-o———:l I:——-o———:l I:——-o-——ll I:——-o———ll I:---.---:I
Kundu etal. 20134 [ H--e--+ P--le--14 b ofo- -1 Lo —|e--- bode- -4
Katz et al. submitted | |- [ - - 5 P-1e- -1 e S bofe -
Chooi etal. 2012.8d4 |-t - - -+ e - - fo- -+ Y P - -1
Smith etal. 2018 j-1-®--+ el R R - -le- -+
Redick etal. 2013 |-t -= -5 e b o - R Lode -
Chooi etal. 2012.20d{ ;- -|- *- - 5 EEE e - de- -+ R P
Seidler etal. 2010 |- 1 - -~ P R R Lo de -
Jaeggi etal. 2009 -1 - -+ - ] P PR O
Thompson et al. 2013 |- - 1 - - 5 R ol e e e
T T T T°T T T T°T T T 17T T T 17T T T 1
Qo 0o © o o o 9 o2 o o ©o o o o © 0% o o ©o o
? ©o ©o ©o ©9 ©o © ©o ©9 ©o ©o o 69 o ©o o o9 o o o o

Hedge's g
Fig. 3 Posterior medians with 95 % HDIs for study-level effect sizes, modeling the effect size as a function of control type for the intercept only model

and the 4 model variants with different priors
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Group Level Estimates
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Fig. 4 Posterior medians with 95 % HDIs for group-level effect sizes, modeling the effect size as a function of control type for the intercept only model
and the 4 model variants with different priors

that the effect of country of origin reflects idiosyncratic differ-

Discussion

ences in experimental methods between the USA and non-

USA studies. Setting aside specific causal mechanisms for
the observed pattern of effect sizes, it is clear that the data
reflect two separate data-generating processes, neither of

which can be attributed to n-back training.

Study Estimates

The results of our reanalysis (and reinterpretation) of the meta
analysis of n-back training suggests that to date, the evidence
largely fails to support the contention that Gf can be improved

through short-term training on n-back. This assertion is

Vague - p(g) ~ N(0,10) || Small - p(g) ~ N(.25,.5)

|| Medium - p(g) ~ N(.5,.5) ]

Large — p(g) ~ N(.8,.3)

Rudebeck et al. 2012
Salminen et al. 2012 A
Jaeggi et al. 2008.17d
Jaeggi et al. 2010
Jaeggi et al. 2008.8d
Heinzel et al. 2013
Jaeggi et al. 2008.19d
Jaeggi et al. 2008.12d
Colom et al. 2013
Oelhafen et al. 2013
Clouter 2013 A
Schweizer et al. 2011 4
Stephenson et al. 2013
Smith et al. 2013
Schwarb 2012

Jaeggi et al. 2014 4

Kundu et al. 2013 i-

Katz et al. submitted 4
Seidler et al. 2010

Chooi et al. 2012.8d 1

Redick et al. 2013 1

Jaeggi et al. 2009  :
Thompson et al. 2013 4 &

Chooi et al. 2012.20d A

0.5

0.5

Hedge's g

0.5

0.5 1

Sample Source
® OQutside U.S.
A Within U.S.

Control Type
— Passive
---- Active

Fig. 5 Posterior medians with 95 % HDISs for study-level effect sizes, modeling the effect size as an additive function of control type and country of
origin for the 4 model variants with different priors
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different priors

supported both at the level of the individual studies and at the
aggregate level, and is consistent with several other stud-
ies that used different forms of training (e.g., Redick
et al., 2013; Sprenger et al., 2013) as well as meta
analyses conducted on a broader array of training task
types (Melby-Lervag & Hulme, 2012). At the same time,
however, we note that other meta analyses have recently
been completed, some of which seem to support the ef-
fectiveness of WM-training (e.g., Karbach & Verhaeghen,
2014; but see Melby-Lervig & Hulme, 2015), and others
that largely fail to do so (Melby-Lervag, Redick, &
Hulme, 2014, manuscript submitted for publication).
Whether a Bayesian analysis of other training tasks would
yield similar findings to our analysis of n-back training is
an open question, though there is at least one study using
Bayesian analyses that showed that transfer from other
forms of training to non-trained tasks uniformly favored
the null (see Sprenger et al., 2013).

At a more general level, we argue that the evaluation of
WDM-training effectiveness requires careful attention to de-
tail in the construction of the experimental design, the
choice of transfer tasks, and statistical analyses. Although
Au et al. (2015) were extremely thorough in collecting
studies for inclusion in the meta-analysis, they did not offer
a plausible explanation for why the magnitude of the train-
ing effect is over 7 times larger (.44 vs. .06) when re-
searchers use an experimental design that includes a passive
control as opposed to an active control. Choice of experi-
mental design should not moderate the effectiveness of a

@ Springer

manipulation, unless of course the design creates the effect
through confounding variables.” If an effect is contingent
on the type of experimental design the researcher uses, then
it is the design that is driving the effect, not the experimen-
tal manipulation. In the case of the passive control design,
participant expectations are confounded with whether they
engage in training or not, leaving these studies susceptible
to placebo effects masquerading as a training effect.
Along with other recent discussions of placebo effects
(Finniss, Kaptchuk, Miller, & Benedetti, 2010), we suggest
that our conclusions should serve as reminder of the possible
influence of placebo effects and the need to control for them in
intervention studies. An abundance of work now shows that
people’s expectations can drive everything from pain percep-
tion (Atlas & Wager, 2012) and perceptions about migraines
(Kam-Hansen et al., 2014), to perceptions regarding the qual-
ity of consumer goods (Dougherty & Shanteau, 1999) as well

1t should be noted, however, that choice of experimental
design also covaried with whether the study was conducted
within the USA or outside the USA. Most of the studies using
active controls were conducted within the USA, whereas the
majority of the studies conducted outside of the USA used
passive controls. While this leaves open the possibility that
cultural differences are driving the difference between the ac-
tive and passive studies, we doubt cultural differences would
account for the 7-fold increase in the training effect, especially
since the non-USA studies were primarily conducted in
Westernized cultures (e.g., Europe).
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as performance on cognitive tasks (Colagiuri & Boakes, 2010;
see also Boot et al., 2013). Given the prevalence of placebo
effects, the discrepancy in findings between active and passive
experimental designs cannot simply be described as a moder-
ation effect; it has to be fully considered as a possible root
cause of the effect. Of course, in the absence of experiments
specifically designed to test the placebo effect explanation, it
is impossible to definitively state that the difference between
active and passive control studies reflects a placebo effect.®
However, what we can say with some confidence is that if n-
back training has a true effect on Gf, then these effects should
hold even for studies that use active controls.

From a statistical methodology perspective, the present
analysis illustrates the usefulness of the Bayesian approach.
First, rather than relying on a p value to infer the presence or
absence of an effect, the Bayesian approach allows one to
quantify the strength of the evidence. Individually, studies that
find statistically significant effects may not actually provide
much evidence for or against the null (see Wetzels et al.,
2011). For example, in their analysis of WM training, Chein
and Morrison (2010) reported a significant effect of complex
span training on executive control with a #(38) = 1.81, which
was reported as significant (p = .039, one-sided). However,
assuming a one-sided prior on the effect size, the correspond-
ing BF is only 1.78 (BF = 0.98 for the two-sided test) in favor
of'the alternative. This is basically uninformative with respect
to both the alternative and the null hypothesis. Second, and
perhaps more important, the strength of the evidence can be
evaluated in relation to any theoretically justified hypothesis,
including the null hypothesis. This is important in the domain
of WM-training because the main point of disagreement in the
literature pertains to whether training leads to improvements
on nontrained tasks (far transfer), where the null hypothesis is
a theoretically meaningful and plausible hypothesis.

¢ As argued by Hrobjartsson, Kaptchuk, and Miller (2011),
there is an appreciable challenge in separating the magnitude
of any “real” placebo effect from variability due to human
interaction in an experiment: Due to causal indeterminacy,
one cannot simply compare different types of control condi-
tions to infer the presence or absence of placebo effects. In true
placebo-control trials, the causal mechanism of the treatment
is presumably isolated by virtue of including the placebo con-
trol condition. However, the same is not true when comparing
a placebo-control with a no-contact control. In these compar-
isons, there is no way to isolate the effect of the placebo
because there are many factors that differ between these con-
ditions (see Hrobjartsson et al., 2011). The problem is even
more complicated when comparing placebo controls and no-
contact controls drawn from different studies, as it is reason-
able to assume that studies that adopt active controls might
also adopt other procedures that minimize expectancy or pla-
cebo effects.

It is important to note that the present analysis, as well as
that of Au et al. (2015) focuses on transfer to measures of Gf.
While we argue that the meta-analysis of n-back training does
not support the contention that Gf improves with short-term
cognitive training, this does not mean that n-back training
does not lead to other forms of transfer: Training on n-back
is likely to lead to improvements on other tasks that are similar
in design and structure to the n-back task, as demonstrated by
Lilienthal, Tamez, Shelton, Myerson, and Hale (2013) and
von Bastian and Eschen (2015). However, such transfer ef-
fects are neither surprising nor of much practical interest, and
neither of these studies found evidence for far transfer. On the
other hand, understanding the mechanisms of change on the
actual training tasks themselves is an interesting theoretical
question (see Harbison, Atkins, & Dougherty, 2015).

In sum, our reanalysis suggests that it is methodological
factors, and not the actual n-back training intervention that
account for previously observed transfer effects to measures
of Gf. Unfortunately, methodological deficiencies in both de-
sign and analysis persist in the WM training literature, despite
many prior suggestions for remediation (Boot et al., 2013;
Shipstead, Redick, & Engle, 2012; Tidwell et al., 2014).
One of these areas of methodological deficiencies entails the
continued use of passive controls and the other the use of
inappropriate analysis techniques that entails correlating train-
ing gains with transfer gains (see Tidwell et al., 2014).
Furthermore, the continued use of null hypothesis significance
testing in this area of research risks overstating the strength of
the evidence. While it may very well be the case that other
forms of WM training can lead to improvements in general
cognitive functions, the meta-analysis presented here and in
Au et al. (2015) on n-back training does not provide such
evidence.
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